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Organisation and assessment

This seminar is worth 5 credits

Duration: teaching periods 1 and 2

Aim: introduce interactive information retrieval and cognitive modelling
Assessment:

 8-10 page report (+ references) on using cognitive modelling in [IR
* a presentation on the topic of the report

Topics in IR and cognitive modelling can be chosen freely, but we will
provide suggestions



Schedule

Changes will appear on the course webpage

04.09.19 Lecture 1: Introduction to IR and IIR

11.09.19 Lecture 2: Cognitive modelling

25.09.19 Deadline for topic selection (title + 3 papers min.)
09.10.19 Presentation of chosen topic (5 mins, 5 slides)
30.10.19 Feedback session

20.11.19 Final presentations (20 mins, 20 slides) - if necessary
27.11.19 Final presentations (20 mins, 20 slides)

11.12.19 Deadline for final paper submission



Essay structure

* Essay will have 3 sections:

* An lIR component (or search task) (e.g. ranking, relevance feedback, implicit
relevance feedback) - what does it do? how is it implemented? how is its
effectiveness validated?

* A cognitive process (e.g. categorisation, decision making, implicit learning) -
what does it study? describe the model, what type of experiment is used to
gather data?

e Cognitive modelling in lIR (e.g. modelling relevance feedback as a
categorisation process) - sketch an experimental design, what old results can be
replicated? what new results will we get?



Information Retrieval (IR)

e Definition (Introduction to Information Retrieval, Manning,
Raghavan and Schitze, 2010):

"Information retrieval is finding material (usually documents) of an
unstructured nature (usually text) that satisfies an information need
from within large collections (usually stored on computers)."”



IR example

Google!
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Showing results 1-10 of approximately 234,000 for google. Search took 0.06 seconds.
Take me back to the present

Google (Google™")

...the web using Google Try our special searches: Uncle Sam Search millions...
...web's Linux resources ©1998 Google Inc....

www.google.com/ - Cached: 2k - GoogleScout

Google Search: <Unclesam>
...terms. Search the entire web from the Google home page! Copyright...
www.google.com/unclesam - Cached: 2k - GoogleScout

Google Search: <Linux>
...terms. Search the entire web from the Google home page! Copyright...
www.google.com/linux - Cached: 2k - GoogleScout

www.google.com/search

GoogleScout

Why Use Google?

...Why Use Google? Because Google delivers the most relevant search...
...search results--first and fast! Google uses sophisticated next-generation...
www.google.com/why_use.html - Cached: 8k -GoogleScout

www.google.com/netscape

GoogleScout

Google Help

...Basic Search To enter a query into Google, just type in a few descriptive...
...descriptive keywords and click on the Google Search button for your list...
www.google.com/help.html - Cached: 13k -GoogleScout

google.stanford.edu/
GoogleScout

...refining searches in Google: Detailed Searching Instructions Teaching...
...University of California, Berkeley Google is a fairly new Web searching...
www.lib.berkeley.edu/TeachingLib/Guides/Internet/Google.html - Cached: 12k - GoogleScout

(‘l()k’\‘\’\‘\‘x’\‘\’\‘glc b
Result Page: 12345678 910 Nextpage
google Google Search Search within results?

Copyright ©1998 Google Inc. - About - Help




Laboratory model of IR
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IR Evaluation (1)

e Based on the Cranfield experiments (1966)

* Assumes that the relevance of retrieved documents is a good proxy for
whether the IR system satisfies users' information needs

* Requirements:
e Document corpus

e |Information needs (queries)

* Relevance judgments (binary assessment of relevant/not relevant for
query-document pairs)



IR Evaluation (2)

* Precision and recall used to evaluate unranked search results

* Tradeoff between precision and recall - as the number of search
results increases, precision decreases, but recall increases (on average)

relevant elements
I 1

false negatives true negatives

° o ® o o

How many selected How many relevant
items are relevant? items are selected?

Precision = —— Recall = ——

selected elements



* Precision and recall does not reflect the efficacy of IR systems when

IR Evaluation (3)

search results are ranked

e Evaluation metrics for ranked search results:
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Models of search

e (Classic IR
e Content-related search in unstructured documents
e System-oriented view

e Static information needs



Classical search process model
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Empirical studies

Search consists of a sequence of connected, but different searches

Search results trigger new searches, the task context remains
constant

Goal of search is to accumulate information and learn about the
search topic



Models of search

e Classic IR
e Content-related search in unstructured documents
e System-oriented view
e Static information needs
* |nteractive IR
* Focus on user interaction with information system

* Dynamic information needs



Berry-picking model of
Information seeking

= query variation | = thought

Q
ﬁ‘ = query results E =end

M.Bates (1989). “The design of browsing and berrypicking techniques for the online search interface”.

Online review, 13.5, pp. 407—424.



Marchionini's search activities
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G.Marchionini (2006), "Exploratory search: from finding to understanding", Communications of the ACM, 49(4), 41-46.



Interactive Information Retrieval (lIR)

* Definition (Methods for evaluating interactive information retrieval
systems with users, Kelly, 2009):

"In interactive information retrieval (lIR), users are typically studied along
with their interactions with systems and information. While classic IR
studies abstract humans out of the evaluation model, IIR focuses on
users’ behaviors and experiences—including physical, cognitive and
affective —and the interactions that occur between users and systems,

and users and information."



Relevance in lIR

e CANNOT assume that the relevance of retrieved documents is a good
proxy for whether the |IR system satisfies users' information needs

* Relevance assumed to be subjective: related to the user's knowledge,
interests, etc.

* Cannot use relevance judgments, no substitute for real users!



example (mid90s)

iReset Alll  IUNDO LAST RUN QUERY|  iShow Search Topic Text|

)

[Exit RU INQUERY|

“i|Youmarked 0 documents =

Enter (next) query term below and hit <RETURN >

| |

Current Query Has 4 term(s):

automobil* manufactur*
car*

defect*

recal*

1. CMPlans to Recall 62.000 1988-89 Cars With Quad 4 Engines

a 2. GCM, Ford Recall Wehicles to Repair Defective Parts ---- By Neal Templin S

[0 |3 IsuzuMotors, Honda Commence Car Recalls ---- A wall Street Journal News |

[0 |4. Fordand GM Recall Series Of Pickup Trucks, Coupes

[J |S. General Motors Corp. Recalls 196,000 Cars For Defective Brakes

Total of 6747 documents retrieved Jump to rank: I:V
Document # 1 of 6747

CM Plans to Recall
Y | 52000 1988-89 Cars
Wwith Quad 4 Engines

WS|900413-0013
04/13/90 WALL STREET JOURNAL (J), PAGE B2

DETROIT —- General Motors Corp. said it is recalling

. 62,000 1988-89 model cars equipped with its high-tech Quad 4

System suggests to add these 9 (stemmed) terms: | engine to fix defective fuel lines linked to 24 engine fires.

accid* : CM said the 1988-89 Pontiac Grand Am, Oldsmobile Cutlass
X - : Calais and Buick Skylark cars equipped with the 16-valve,

pontiac : four-cylinder Quad 4 engine have fuel lines that could crack

coupe* ; or separate from the engines. Although GM has received

- fault : reports of 24 fires caused by leaks attributable to the

o - : faulty fuel lines, a spokesman says the company knows of no

camaro* : injuries resulting from the incidents. GM sold about 312,000

cutlass* ; cars equipped with Quad 4 engines in the 1988-89 model years.

leak™ } In another action, GM said it is recalling about 3,200 of
firebird* : its 1990 Oldsmobile Cutlass Calais and Buick Skylark models
oldsmobil* : to fix fuel-line defects on three engines: the Quad 4,
: 3.3-liter V-6, and 2.5-liter four cylinder. CM isn’'t aware of
any fires or injuries related to the fuel line problems in
this group of cars, the spokesman said.
: E All repairs will be done free of charge to owners, the
Use All i company said.
: Separately, the US. sales arm of Volkswagen AG’s Audi
subsidiary said it is recalling 1,600 1990-model Audi 80, 90
and Coupe Quattro luxury cars to replace a defective bolt in
i : the assembly that locks the steering when the car is parked.
; continue Query Run I 2 The defective bolt could break, causing the steering wheel to

yamsain lanbad aiian afiny dha dviiiar cdavie $ha nar and hanine v

J. Koenemann, N. Belkin (1996). "A case for interaction: A study of interactive information retrieval behavior and
effectiveness”. ACM SIGCHI.



IR example (201 6)

e PULP video



IR Evaluation

"... there is no strong evaluation or experimental
framework for |lIR evaluations as there is for IR studies.”

Study design (search task, within-subjects vs. between-
subjects)

Measurements (think-aloud, observation, logging,
questionnaires, semi-structured interviews)

Data analysis (statistical tests, non-parametric tests,
repeated-measures ANOVA, regression)



Search behavior measures

Search behavior measures are
logged by the interface or the
backend

Example from Kelly et al. 2015

Table 5. Search Behavior Measures

Measure Definition

Queries Total number of unique queries submitted by a
participant when completing a task.

Query length | Average number of query terms in all unique queries
issued for a task.

Unique query | Total number of unique query terms used by a

terms participant when completing a task.

SERP clicks Total number of clicks participants made on SERPs.

URLs visited | Total number of unique URLs visited by participants
(includes URLs accessed directly and indirectly via
SERP)

Queries w/o Total number of unique queries where participants did

SERP clicks not click on the search engine results page (SERP).

Time to The amount of time (in seconds) participants spent

completion completing search tasks.

SERP dwell Average time spent between issuing a new query and

time clicking on the first search result (in seconds).

Query Number of queries issued that were not issued by

diversity another participant completing the exact same task.

Query term Number of query terms used that were not used by

diversity another participant completing the exact same task.

URL Number of URLs visited that were not visited by another

diversity participant completing the exact same task.

D.Kelly, J.Arguello, A.Edwards, and W.Wu (2015). “Development and evaluation of search tasks for IIR experiments
using a cognitive complexity framework”. ACM ICTIR, pp. 101-110.




Questionnaires

Table 3. Pre-Task Questionnaire Items

Table 4. Post-Task Questionnaire Items

Interest & How interested are you to learn more about the topic of this
Knowledge task?
How many times have you searched for information about
this task?
How much do you know about the topic of the task?
Task How defined is this task in terms of the types of information
Complexity needed to complete it?
How defined is this task in terms of the steps required to
complete it?
How defined is this task in terms of its expected solution?
Expected  How difficult do you think it will be to search for
Task information for this task using a search engine?
Difficulty

How difficult do you think it will be to understand the
information the search engine finds?

How difficult do you think it will be to decide if the
information the search engine finds is useful for completing
the task?

How difficult do you think it will be to integrate the
information the search engine finds?

How difficult do you think it will be to determine when you
have enough information to finish the task?

Engagement How enjoyable was it to do this task?
How engaging did you find this task?
How difficult was it to concentrate while you were doing
this task?
Interest How much did your interest in the task increase as you
searched?
How much did your knowledge of the task increase as you
searched?
Experienced Same five items from Table 3 except items started with,
Te.lSk “How difficult was it to ...”
Difficulty
Overall Overall, how difficult was this task?
Difficulty ’ )
Overall Overall, how satisfied are you with your solution to this
Satisfaction task?

Overall, how satisfied are you with the search strategy you
took to solve this task?

D.Kelly, J.Arguello, A.Edwards, and W.Wu (2015). “Development and evaluation of search tasks for IIR experiments
using a cognitive complexity framework”. ACM ICTIR, pp. 101-110.




Research questions
and hypotheses

Research Questions, Hypotheses, and Theory. Explicit
research questions were found in 19.3% of the studies
(n =29), explicit hypothesis were found in 10.7% (n=16)
of the studies, and both a research question and a hypoth-
esis were found in 4 7 % of the studles (n 7 ) In 65.3%

[objectives are to] “compare two search systems,”
which suggests an implicit research question focused
on basic evaluation.

D. Kelly and C. Sugimoto (2013). “A systematic review of interactive information retrieval evaluation studies, 1967-2006".
JASIST 64.4, pp. 745-770.



In the majority of studies (n =157, 45%),
ANOVA was used as the method of analysis. This was

followed by ¢ test (n = 33, 26%), Mann-Whitey (n = 11, 9%),
chi-square (n=38, 6%), and Wilcoxon signed-rank test

(n =6, 5%). Correlation, Kruskal-Wallis and factor analysis
were observed in fewer than 5% of the articles. Fifteen
percent (n=19) of the articles presented only descriptive
statistics, while 9% (n = 11) did not provide any indication
of which type of analysis was used, despite claiming statis-
tically significant results or presenting probability values.
Almost all the analyses were performed variable-by-variable
and were conducted to compare the systems. Only a small
percentage of articles described statistical analyses that
attempted to model performance using multiple input

variables (n = 6, 5%).

statistics, while 9% (n = 11) did not provide any indication
of which type of analysis was used, despite claiming statis-
tically significant results or presenting probability values.



Researcher degrees-of-freedom

General Article
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PSYCHOLOGICAL SCIENCE

False-Positive Psychology: Undisclosed
Flexibility in Data Collection and Analysis
Allows Presenting Anything as Significant

Joseph P. Simmons', Leif D. Nelson’, and Uri Simonsohn'
The Wharton School, University of Pennsylvania, and *Haas School of Business, University of California, Berkeley

Abstract

Psychological Science
22(11) 13591366

@ The Author(s) 2011
Reprints and permission:
sagepub.com/journalsPermissions.nav
DOL: 10.1177/095679761 1417632
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®SAGE

Coined the term

"researcher degrees-

of-freedom"”

In this article, we accomplish two things. First, we show that despite empirical psychologists’ nominal endorsement of a low rate
of false-positive findings (< .05), flexibility in data collection, analysis, and reporting dramatically increases actual false-positive
rates. In many cases, a researcher is more likely to falsely find evidence that an effect exists than to correctly find evidence
that it does not. We present computer simulations and a pair of actual experiment: demonstrate how unacceptably easy
it is to accumulate (and report) statistically significant evidence for a false hypothesis ‘
and straightforwardly effective disclosure-based solution to this problem. The solution
authors and four guidelines for reviewers, all of which impose a minimal burden on the p

Choice between two
dependent variables nearly

Keywords

methodology, motivated reasoning, publication, disclosure
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Our job as scientists is to discover truths about the world. We
generate hypotheses, collect data, and examine whether or not
the data are consistent with those hypotheses. Although we
aspire to always be accurate, errors are inevitable.

Perhaps the most costly error is a false positive, the incor-
rect rejection of a null hypothesis. First, once they appear in
the literature, false positives are particularly persistent.
Because null results have many possible causes, failures to
replicate previous findings are never conclusive. Furthermore,
because it is uncommon for prestigious journals to publish null
findings or exact replications, researchers have little incentive

Ao omctes oddeseewd ialk e B o v v wd £.% 00 a8ttt cnns ol o ot i ettt

doubles false positive rate

Which control variables should be considered? Should spe-
cific measures be combined or transformed or both?

It is rare, and sometimes impractical, for researchers to
make all these decisions beforchand. Rather, it is common
(and accepted practice) for researchers to explore various ana-
lytic alternatives, to search for a combination that yields “sta-
tistical significance,” and to then report only what “worked.”
The problem, of course, is that the likelihood of at least one (of
many) analyses producing a falsely positive finding at the 5%
level is necessarily greater than 5%.

This exploratory behavior is not the by-product of mali-
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Next lecture: Cognitive models
and applications



