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Can we improve recall in search?

• Two ways to improve recall: 
• relevance feedback 
• query expansion

• Example: you type the query ”aircraft” but the database contains only
documents containing the word ”plane”.
• A simple IR system will not return these documents although they

might be perefectly satisfactory for the user
• Aim: enable the IR system to return relevant documents even if there

is no term match between the original query and the relevant
document(s) 



Query (re-)formulation
• No detailed knowledge of collection and retrieval environment

• Difficult to formulate queries well designed for retrieval
• Need many formulations of queries for good retrieval

• First formulation is usually a naive attempt to retrieve relevant information
• ”Word mismatch” problem

• Some of the unretrieved relevant documents are indexed by a different set of terms
compared to the query or other relevant documents

• The idea is when documents are initially retrieved: 
• They should be examined for relevance information
• Then we can improve the query for retrieving additional relevant documents

• Query reformulation:
• Expanding original query with new terms
• Reweighing the terms in the (expanded) query



Term re-weighting without query expansion

A probabilistic model proposed by Robertson and Sparck-Jones (1976)

Experimental results show 
that this term weighting
produced somewhat
better results than IDF 
measure alone



Term re-weighting without query expansion

Croft (1983) extended this weighting scheme as follows:
Wijk = weight for term i in query j and document k
IDFi = IDF weight for term i 
pij = probability of term i to be assigned within the
set of relevant documents for query j
qij = probability that term i is assigned to the set of 
non-relevant docuemnts for query j 
C = a constant to taylor the weighting for various
document collections
fik =  K + (1 - K)(freqik/max freqk)
K = a constant to adjust the relative importance of 
the two weighting schemes
freqik = frequency of term i in document k
freqk = frequency of any term in document k



Query (re)-formulation: Three approaches

• Relevance feedback: based on feedback from users, e.g.  Rocchio or
Ide.

• Local analysis (also called pseudo-relevance feedback):
• Approaches based on information derived from the set of initially retrieved

documents (local set of documents) 

• Global analysis
• Approaches based on global information derived from the document

collection



Conceptual Model of Relevance Feedback



Relevance feedback
Relevance feedback can be viewed as an iterative cycle: 

• User are presented with a list of retrieved documents. 

• User marks documents that they consider relevant (or not relevant) 

• In practice only top 10-20 ranked documents are examined

• The procedure is incremental: users look at one document at a time

• The relevance feedback algorithm selects important terms from documents assessed
relevant by users. 

• The relevance feedback algorithm emphasises the importance of these terms in a new
query in the following ways: 

• Query expansion: add these terms to the query

• Term reweighing: modify the term weights in the query

• Query expansion + term reweighing

• The updated query is submitted to the system. 

• If the user is satisfied with the new set of retrieved documents, then the relevance
feedback process stops, otherwise the user marks more documents as relevant or not
relevant



Relevance feedback example









Vector space example: query ”canine”



Similarity of documents to query ”canine”



User feedback: Select relevant documents



Results after relevance feedback



Document search example



Expanded query after relevance feedback



Results for expanded query



Key concept in relevance feedback: Centroid

• The centroid is the centre of mass of a set of points
• Documents are represented as points in a high-dimensional space
• We can compute centroids of documents

where D is a set of documents and
"⃗ # = #⃗ is the vector representing
document d.



Rocchio Algorithm

• The Rocchio algorithm incorporates relevance feedback information
into the vector space model.
• We want to maximize sim(Q, Cr) – sim(Q, Cnr)
• The optimal query vector for separating relevant and non-relevant

documents (with cosine similarity):



Computing Rocchio’s vector



Rocchio algorithm illustrated



Rocchio algorithm illustrated



Rocchio algorithm illustrated



Rocchio algorithm illustrated



Rocchio algorithm illustrated



Rocchio algorithm illustrated



Rocchio algorithm illustrated



Rocchio algorithm illustrated



Rocchio algorithm illustrated



Rocchio 1971 Algorithm (SMART)

Dr : set of relevant and retrieved documents
Dn: set of non-relevant and retrieved documents

The factors α, β, γ control the effect of previous query, relevant
documents and non-relevant documents on the new query



Rocchio 1971 Algorithm (SMART)

• Usually information in relevant documents more important than in 
non-relevant documents (! ≪ #). 
• Positive relevance feedback (! = 0) is when we only extract

information from documents assessed relevant. 
• α emphasises the importance of the original query ('⃑prev ). 



Rocchio in practice

• α=1
• Terms forming the reformulated query ("⃑prev ) are those: 
• in the original query,
• that appear in more relevant documents that non-relevant documents
• that appear in more than half of the relevant documents

• Negative weights ignored



Relevance feedback - Ide

• Ide developed three strategies extending Rocchio’s approach:
• Basic Rocchio’s formula minus the normalization for the number of relevant and non-

relevant documents
• Allowed only feedback from relevant documents
• Allowed limited negative feedback from only the highest ranked non-relevant

document

Start with α = β = γ = 1. 
The cardinalities of the sets of relevant and non-relevant documents

are not considered. 



Issues with relevance feedback

• Increased burden on the user: users don’t like providing constant
feedback; increased cognitive load
• Often users are not reliable in making relevance assessments, or do

not make relevance assessments
• Partial relevance assessments (e.g very relevant or partially relevant): 

users don’t explicitly provide this type of information
• Why is a document relevant? Even if we get relevance feedback from

the user, it is not always clear why positive/negative feedback was
provided.



Relevance feedback: Evaluation

• Pick one of the evaluation measures from previous lectures, e.g. 
Precision@K
• Compute Prec@K for original query q0

• Compute Prec@K for modified relevance feedback query q1

• Fair evaluation must be on ”residual” collection, i.e. documents not
yet judged by user
• Empirically, one round of relevance feedback is often very useful. Two

rounds are marginally useful.



Relevance feedback methods

S. Akuma, R. Iqbal, C. Jayne, F. Doctor. 2016. Comparative analysis of relevance feedback methods based on two user
studies. Computers in Human Behavior 60. 138 – 146.



Relevance feedback: eye gaze



Local Analysis

• Examine documents retrieved for query to determine query
expansion with no user assistance
• Two strategies are used to add terms to the query: 
• Local clustering (terms that are synonyms, stemming variations)
• Local context analysis (terms close to query terms in text proximity of terms in 

text)
• Two issues:
• Query drift: if top documents are not that relevant, the reformulated query

may not reflect the user information need
• Computation cost high since must be done at retrieval time (on-line) 



Local Analysis



Global Analysis

• Expand query using information from whole set of documents in 
collection
• No user assistance
• Make use of of a global thesaurus that is build based on the

document collection.
• Two issues: 
• Approach to build thesaurus (e.g. term co-occurrence)
• Approach to select terms for query expansion (e.g. the top 20 terms ranked

according to IDF value) 

• session analysis (queries used in same sessions as analyzed from logs) 
for query recommendation/suggestion



Global Analysis



Dictionary-based query expansion

• For each term t in the query, expand the query with words the
thesaurus lists as semantically related t, e.g. aircraft -> plane
• Generally increases recall
• May significantly decrease precision, particularly with ambiguous

terms, e.g. interest rate vs. develop an interest in
• Widely used in specialised search engines, e.g. scince, medicine, 

engineering
• It is expensive to create a manual thesaurus and maintain it over

time.  



Dictionary-based Query Expansion

• Based on manual thesauri, e.g. WordNet
• In the expansion process, synonymous words of initial query terms

are selected and assigned weights
• Disadvantages:
• Manual thesaurus construction is 
labour intensive
• A general thesaurus does not
consistently improve retrieval
perfomance

WordNet example



Example of manual thesaurus: PubMed



Automatic Thesauri Construction

Thesauri are constructed from the data corpus:
• Term co-occurence
• Traditional or a variant of TF-IDF
• Mining association rules



Automatic thesaurus generation

• Attempt to generate a thesaurus automatically by analysing the
distribution of words in documents
• Fundamental notion: similarity between two words
• Two words are similar if they co-occur with similar words
• car and motorcycle are similar becuase both occur with road, petrol, licence

• Two words are similar if they occur in a given grammatical relation
with the same words
• You can harvest, peel, eat, prepare, etc. apples and pears so apples and pears

must be similar
• Co-occurence is more robust while grammatical relations are more

accurate



Automatic thesaurus construction: discussion

• Quality of term associations is usually an issue
• Term ambiguity may introduce irrelevant statistically correlated terms
• Apple computer --> apples and computers

• Problems:
• False positives: words deemed similar that are not
• False negatives: words deemed dissimilar that are similar

• Since terms are highly correlated, expansion may not retrieve many
additional documenst



Query expansion in search engines

• Query logs – main source of query expansion in search engines

• Example 1: after issuing the query herbs, users frequently search for 
herbal remedies
• herbal remedies is a potential expansion of herb

• Example 2: user searching for car pictures frequently click on the
same URL as users searching for car photos
• car photos and car pictures are potential expansions of each other



Resources

• Chapters 9 and 14 of Introduction to Information Retrieval
• Chapter 5 of Modern Information Retrieval


